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1 Abstract

Incremental view maintenance (IVM) is an established research area in the database and data-warehousing
communities. In conventional IVM practices, query results are incrementally maintained to compute the delta
of the query result, which is cheaper than full recomputation. A recent work in the DBToaster project [1, 4, 3]
presents higher order IVM to maintain in-memory views under dynamic updates. It is based on the observation
that when existing database D is modified with update u, the delta of the result Q(D+u)−Q(D) can itself be
expressed as a query ∆Q, whose results itself can be maintained. Updates to the result of ∆Q can be computed
in a second order delta of Q, denoted ∆2Q, which again can be maintained and so on untill a finite kth order
delta. Instead of evaluating Q on the new database D + u, we are interested in computing only the ∆nQ for
1 ≤ n ≤ k. However, materilizing each ∆nQ quickly leads to a memory bottleneck, as we show.

In this research, we investigate so-called factorized representations of query results for continuous queries.
Unlike relational databases, factorized representations, as presented by Oltenu et al. [2], are expressions where
each expression item is either: a unary relation consisting of single data item, union of two expressions, or a
product of two expressions. These are succinct representations where the product elements are distributed over
unions. An example expression f of the join result of Q = R(A,B) ./ S(B,C,D) ./ T (D,E) in Table 1 is given in
the following.

Table 1: Q=R ./ S ./ T

A B C D E

a1 b1 c1 d1 e1

a1 b1 c1 d1 e2

a2 b2 c2 d2 e1

a2 b2 c2 d2 e3

a2 b2 c3 d4 e5

a3 b3 c3 d3 e3

a3 b4 c3 d3 e4

f = a1 × b1 × c1 × d1 × (e1 ∪ e2)∪
a2 × b2 × (c2 × d2 × (e1 ∪ e3) ∪ c3 × d4 × e5)∪
a3 × (b3 × (c3 × d3 × e3) ∪ b4 × (c3 × d3 × e4))

This representation exploits the dependency of attributes in a relation and
the join of multiple relations can be represented as a join factorization
tree where each relation is a hyperedge. While the existing works study
factorizations for static data, we investigate incremental evaluation of up-
dates on factorized representations. We employ a novel join tree de-
composition method to reduce the memory footprints of a conjunctive
query to linear in the size of input relations. Our algorithm is orders
of magnitude more efficient in query evaluation time and memory foot-
prints for full join queries, and approximately 2x times faster for aggregate
queries.
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